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Prior research has established that students often underprepare for midterm examinations yet remain
overconfident in their proficiency. Research concerning the testing effect has demonstrated that utilizing
testing as a study strategy leads to higher performance and more accurate confidence compared to more
common study strategies such as rereading or reviewing homework problems. We report on three
experiments that explore the viability of using computer adaptive testing (CAT) for assessing students’
physics proficiency, for preparing students for midterm exams by diagnosing their weaknesses, and
for predicting scores in midterm exams in an introductory calculus-based mechanics course for science
and engineering majors. The first two experiments evaluated the reliability and validity of the CAT
algorithm. In addition, we investigated the ability of the CAT test to predict performance on the midterm
exam. The third experiment explored whether completing two CAT tests in the days before a
midterm exam would facilitate performance on the midterm exam. Scores on the CAT tests and the
midterm exams were significantly correlated and, on average, were not statistically different from
each other. This provides evidence for moderate parallel-forms reliability and criterion-related validity
of the CAT algorithm. In addition, when used as a diagnostic tool, CAT showed promise in helping
students perform better on midterm exams. Finally, we found that the CAT tests predicted the average
performance on the midterm exams reasonably well, however, the CAT tests were not as accurate as
desired at predicting the performance of individual students. While CAT shows promise for practice
testing, more research is needed to refine testing algorithms to increase reliability before implementing
CAT for summative evaluations. In light of these findings, we believe that more research is needed
comparing CAT to traditional paper-and-pencil practice tests in order to determine whether the effort
needed to create a CAT system is worthwhile.

DOI: 10.1103/PhysRevPhysEducRes.14.020110

I. INTRODUCTION

Computerized adaptive testing (CAT) is a method of
administering tests that has become popular in many high-
stakes educational testing programs. CAT differs pro-
foundly from traditional paper-and-pencil (P&P) tests.
CAT is a dynamic testing procedure where items are
selected and administered according to continuously
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updating estimates of each examinee’s proficiency level.
The term proficiency is used throughout this article to
indicate an individual’s current physics knowledge and
problem-solving capabilities as measured using conceptual
and calculation-based physics problems. By defining pro-
ficiency in this way, we interpret students’ proficiency
estimates similar to the meaning of student scores on
traditional P&P exams.1

In contrast, P&P tests are static tests where all examinees
are given an identical set of items. A major potential benefit
of CAT is that it may be able to provide more efficient
estimates of the examinee’s proficiency level with fewer
items than that required in P&P tests, thereby allowing
significant savings in time for test administration compared
with P&P tests [1,2]. Benefits of CAT also include easier
and faster data analysis, and immediate score reporting [3].
Examples of large-scale, national CAT exams include the
Graduate Record Exam (GRE), the National Council of
State Boards of Nursing (NCLEX), the National
Assessment of Educational Progress (NAEP), and the
Armed Services Vocational Aptitude Battery (ASVAB).
To date, the possible benefits of CAT have not been

explored in the context of large introductory STEM
university courses. For example, CAT could be used as a
diagnostic formative assessment for students interested in
finding out what score they would receive on a midterm
exam prior to taking it. As a diagnostic tool, CAT can
provide students with a realistic assessment of their current
level of competence by reporting a predicted score. In
addition, CAT can also provide students with diagnostic
information on the topics or types of problems in which
they are weak. This feedback could allow students to focus
on those topics and spend less time studying topics that
they know well. This type of diagnostic feedback is very
important because research consistently shows that stu-
dents, especially less prepared students, come to course
exams overconfident and underprepared, a common phe-
nomenon known as the Dunning-Kruger effect [4–6]. CAT
could also be used to administer actual midterm exams to
students, with each student receiving a unique test that
dynamically adapts to their proficiency level and reports
their score immediately after the completion of the test.
In addition to giving students a realistic estimate of their

current level of preparedness to take midterm exams,
research has shown that engaging students in testing leads
to better learning and long-term retention (i.e., the testing
effect) compared to passive study methods commonly
employed by students [7,8]. By using strategies such as
rereading course notes or reviewing old homework prob-
lems to study, students can become overly familiar with the

material and confuse familiarity with the surface features of
problems with competence. This illusion of understanding
is especially problematic for less prepared students because
these students are less likely to test themselves using
problems similar to those that will appear on midterm
exams [7].
The benefits of the testing effect are thought to occur

because retrieval attempts during testing facilitate deep
processing of the material, strengthen pathways for cor-
rectly recalled information, and weaken pathways for
incorrectly recalled information [9]. An additional benefit
of testing appears to be test-potentiated learning, a term
used to describe enhanced learning from studying that
follows testing [10], even for new material encountered
after initial testing [11,12]. When paired with correctness
feedback, the testing effect has been found for items that
were initially answered correctly [13], for items initially
answered incorrectly during initial testing [14], and for
untested but related items [15,16]. While much of the
research in this area has focused on laboratory-based
memory tasks [17,18], some studies have begun to explore
the benefits of the testing effect in classroom settings
[19,20], for complex tasks such as reading comprehension
and inference tasks [21], and for problem solving in
introductory STEM courses [22].
The present investigation reports the results for three

studies that explore the reliability and validity of the CAT
algorithm developed for two midterm exams in a large,
calculus-based introductory mechanics course at the
University of Illinois, as well as the usefulness of CAT
to predict exam scores (experiments 1 and 2), and to serve
as a diagnostic tool by providing students with information
to guide their studying (experiment 3). In sum, our goals
centered around investigating the benefits of CAT for
students in an introductory physics course. More specifi-
cally, we asked (i) is testing using CAT reliable (i.e.,
performance is comparable across CAT administrations)
and valid (i.e., the order of students’ performances is
maintained from CAT to P&P tests); (ii) does engaging
in practice testing using CAT help students score higher on
midterm exams when provided with diagnostic informa-
tion; and (iii) can CAT tests accurately predict how students
perform on the real exam (i.e., a student’s score on the CAT
test is similar to their score on the P&P test)?
In our studies, students volunteered to take CAT tests,

and we compared the proficiency score provided by the
CAT to their actual score on the two P&P midterm exams.
We begin by discussing the use of classical test theory and
item response theory (IRT) to construct the large item pool
needed for CAT that covers two midterm exams. We then
discuss some of the technical details of the test adminis-
tration platform constructed to adaptively select test ques-
tions from a large item pool. Next, we describe three
experiments that we performed, two examining the reli-
ability and validity of the CATalgorithm, and one exploring

1The latent construct estimated by CAT is often referred to as
“ability” in the CAT literature, however, we use the term
proficiency to reflect our position that students’ physics knowl-
edge and problem-solving capabilities can evolve over time.
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the diagnostic potential of CAT. We also explore the
possibility for extending the benefits of CAT to an under-
explored area by using the proficiency estimates from the
CAT tests to predict midterm exam performance. We
conclude with a discussion of what we learned from our
experiments and provide some commentaries on the poten-
tial of using CAT for both diagnostic and summative
purposes in large introductory science courses.

II. CONSTRUCTION OF ITEM POOLS, CAT
ALGORITHM, AND DESIGN OF CAT PLATFORM

Design of CAT requires considerable knowledge of
psychometric techniques (e.g. classical test theory and
IRT) and of CAT-specific techniques (e.g., how to select
items and monitor item usage). Our study had two experts
in psychometrics and CAT design (H.A.K. and H.H.C.). In
addition, we had programming expertise (GF) that allowed
us to design a context-specific platform for administering
the CAT for our experiments.

A. Procedure for constructing item pools

Two stages of analyses were conducted to build the item
pools. The first stage consisted of analyses based on
classical test theory [23,24] and used historical test data
to examine the students’ proficiency distributions and
correlation between the item correctness and total score
(i.e., point-biseral correlations). The second stage of
analyses, based on three-parameter IRT [25,26], was
conducted to evaluate whether the estimated item param-
eters have appropriate psychometric properties. These
analyses indicated items that needed to be excluded from
the item pool as well as suggested an appropriate item
response model. The psychometric properties included the
three item parameters (item difficulty, item discrimination,
and a guessing parameter) as well as monotonicity, and
dimensionality [25]. Each of these properties is discussed
in turn. IRT models are essentially logistic regression
models fit to each item that model the probability of a
correct answer where the predictor variable is a student’s
value on the unobserved or latent construct (here denoted
by the variable θ). In this study, we use the term physics
proficiency to refer to the latent construct that is estimated
from the response patterns. Item difficulty is the intercept,
or location parameter, of the logistic regression model.
The difficulty should fall in an appropriate range for the
examinees, meaning that the item should not be too easy or
too hard. If an item is too easy, in that most examinees got
the item correct, then it is not very predictive of proficiency,
and thus not useful. Similarly, if an item is too difficult, in
that very few students got the item correct, then it provides
no information about proficiency for less prepared students,
and thus inappropriate for the item pool.
Item discrimination refers to the slope parameter of the

logistic regression model. Highly discriminating items

(i.e., large slopes) can distinguish between examinees with
slightly larger or smaller values of θ. In other words, a
highly discriminating item can “tease” apart examinees
with different proficiencies with respect to the difficulty of
the item. Items with low discrimination were excluded from
item pools. We used a model with a “guessing” parameter
because the exams in the course (and therefore the items
used in CAT) assessed students with multiple-choice
questions. Because students who may not know the answer
are likely to guess, items with high guessing parameters
(e.g., items with poor distractors) were excluded from the
item pools.
Monotonicity of items means that the probability of

getting an item correct increases with larger values of θ. In
other words, students with greater proficiency have higher
probabilities of answering an item correctly (i.e., the higher
overall score a student receives, the higher the probability
of answering an item correctly). This is a characteristic
of a logistic regression model used as an IRT model. Items
that did not display monotonicity were removed from the
item pools.
Dimensionality in IRT is statistically defined as the

minimum number of dimensions such that local independ-
ence holds [27,28]. In other words, the dimensionality of
the model represents the minimum number of latent
constructs such that for any given latent construct (i.e.,
θ), the students’ probability of answering a question
correctly is only based on their value of θ. Student
proficiency can be viewed as either a unidimensional or
a multidimensional latent construct. In a unidimensional
model, answers to all of the questions are based on a single
proficiency score. Figure 1(a) depicts a unidimensional
model where Q1 −Qp represent the questions given to an
individual student, and θ represents physics proficiency.
These questions can cover more than one topic area (e.g.,
kinematics, Newton’s laws), however a single proficiency
score is estimated. This means that this approach does not
necessarily assume that the exam content is unidimen-
sional, only that an individual’s proficiency is consistent or
homogeneous across topics within a single exam. In our

... ...

...

(a) (b)

...
...

FIG. 1. (a) Unidimensional IRT model, (b) multidimensional
IRT model.
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context, this means that students who score highly on one
content topic (e.g., conservation of momentum) are also
likely to score highly on another topic found on the same
exam (e.g., conservation of energy). The assumption of
unidimensional physics proficiency is the common
approach taken in summative P&P midterm exams given
in introductory STEM courses since students are assigned a
single grade representing their physics proficiency across
several topics covered in the midterm, rather than a grade
for each topic. In another example, the quantitative section
of the Graduate Record Exam uses a unidimensional
model, where the unidimensional θ represents overall math
proficiency. The test is set up to select items in proportion
to each subproficiency (e.g., algebra, data analysis) to
ensure balanced coverage.
In contrast, a multidimensional model uses subsets of

questions to estimate two or more proficiency scores.
Figure 1(b) depicts a multidimensional model where
Q1−1 −Q1−m represent the questions administered to an
individual student from a certain topic (e.g., kinematics),
while θ1 represents the student’s estimated proficiency on
that topic. Similarly, Q2−1 −Q2−n represent the questions
from a different topic (e.g., Newton’s laws), while θ2
represents the estimated proficiency on this second topic.
The estimated proficiencies (θ1 − θk) can be combined to
give an aggregate score. In addition, the proficiencies can
be unequally weighted to give more importance to some
topics than others. Importantly, if the dimensions (the
estimated proficiencies θ1 − θk) are highly correlated, the
test essentially becomes unidimensional. For example, a
multidimensional IRT model could provide subscores for
kinematics and Newton’s laws as well as a combined score
that weighs Newton’s laws more heavily than kinematics if
one wished. Another example is the National Assessment
of Educational Progress testing program, which estimates
math proficiency as the (weighted) linear combination of
five subproficiencies (number properties and operations,
measurement, geometry, statistics, and algebra, respec-
tively). To provide proficiency estimates for the subscales,
tests that employ a multidimensional approach typically
require a large number of questions (e.g., the complete
National Assessment of Educational Progress exam con-
sists of 230 questions).
In the current study, we adopted a unidimensional model

for both practical and theoretical reasons, a decision
supported by empirical evidence. Practically, one objective
was to develop a testing platform to help less-prepared
students study for upcoming midterm exams. Since the P&P
midterm exams used in the course assumed a unidimensional
model (only one overall score is ever computed), we wanted
to develop a CAT that operated under similar assumptions.
In addition, the CAT algorithm was constrained to select
questions from the content areas such that they had a similar
coverage with those on typical midterm exams given in
the course. Theoretically, a unidimensional model is more

efficient, assuming sufficient empirical evidence, both com-
putationally and in terms of test length.Wewanted to develop
a tool that students might be likely to use, which meant
that we needed to estimate students’ proficiency using a
relatively short test (a three-hour “practice test”would not be
well received). In addition,we had a relatively limited pool of
test questions from the subtopic pools. For example, note that
the number of questions in a single administration of the
National Assessment of Educational Progress exam is larger
than our item pools.2

Empirically, unidimensionality was assessed by evalu-
ating the fit of the model to the data using item-fit statistics
under the unidimensional IRT model (i.e., three-parameter
logistic model); note that we are not evaluating whether a
unidimensional model is a better fit compared to multidi-
mensional options; rather, we evaluated whether the
hypothesized unidimensional model adequately describes
the observed variance in the data and could be used for
reporting physics proficiency scores. This is commonly
done by checking absolute fit statistics [29,30]. In the
present case, the statistical significance testing based on a
χ2 statistic produced p values of 0.375 on the second
midterm exam item pool and 0.308 on the third midterm
exam item pool, suggesting no model misfit. This indicates
that the unidimensional three-parameter logistic model is
able to serve as a latent variable model accounting for
differences in the observed response patterns.
A general consensus in IRT is that for accurate estima-

tion of the three-parameter logistic item response model, a
sample size of 500 examinees is insufficient, whereas a
sample size of 1000 is considered moderate [31–34].
A minimum sample size of 800 was required for items
to be included in this study in order to construct item pools
with a reasonably large number of items to achieve
adequate precision. Two item pools were constructed based
on 12 semesters of midterm exams when the enrollment
was at least 800 students. One item pool was constructed
for the second midterm exam; One hundred and eighty-
seven questions were used out of 297 questions (topic
coverage: work and energy and momentum). Another item
pool was constructed for the third midterm exam; Two
hundred and one questions were used out of 298 questions
(topic coverage: rotational motion, angular momentum, and
moment of inertia). Tests based on IRT that are used in CAT
require a large database of prior multiple-choice questions
that have been taken by a large number of examinees. The
student performance statistics (e.g., number of students
taking each item, the number of students selecting each
choice for each item, etc.) for all multiple-choice exam

2It is possible that we either had a large enough pool of
questions with sufficient psychometric power or one could have
been obtained, to develop a multidimensional CAT. However, the
tradeoff in efficiency, in both model complexity and test size, was
not worth the increase in test length given our empirical results.
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items administered over a dozen years have been main-
tained in a large data archive by the Physics Department,
allowing for a detailed psychometric analysis of the old
exam items to create the item pools for the CAT tests.

B. CAT platform and algorithm

The CAT tests were delivered through a web-based
platform that presented a specified number of test items
(17) on a computer screen according to the CAT algorithm
used in this study and described below. The algorithm
selected an item whose difficulty matched the examinee’s
estimated proficiency based on their performance on
previous items, as well as the topics to be covered on
the midterm exam (e.g., work, energy, and momentum). In
general, if a student answered a question correctly, the next
item was slightly more difficult and may come from any of
the topics being sampled. Conversely, if a student answered
a question incorrectly, the next item was slightly easier.
However, the algorithm attempted to ensure that the topic
coverage was representative of the midterm exam. After
all 17 items were administered, a proficiency score was
computed and linearly transformed into a percentage score
(see Refs. [3,35,36] for more details of how items are
selected for a CAT). In experiment 1, students were
provided with a percentage score (i.e., 0%–100%) based
on their estimated proficiency score. In experiment 2,
students were not provided any feedback about their
performance. In experiment 3, the CAT was promoted to
students as a “diagnostic tool,” and students were given the
percentage score (i.e., 0%–100%) that was translated from
their estimated proficiency score along with suggested
topics to study based on their CAT performance (e.g.,
you got 1 out of 4 conservation of momentum problems
correct).
The CAT algorithm initially assigns the first item

assuming the student is of average proficiency (The average
proficiency level was empirically determined by taking
an average of the proficiency estimates calculated from
archival data).3 After the student answers the first item, the
algorithm estimates the student’s proficiency, then searches
for the most informative item in the pool given the current
estimate of the student’s proficiency and the difficulty and
discrimination of the remaining questions in the item pool
by identifying the item that maximizes the Fisher infor-
mation [2,26]. The CAT algorithm was designed to ensure
that students would be presented with a representative
sample of the content for each midterm exam. The
procedure continues until the prespecified test length
(number of questions) is met. During the CAT test, the
selection of items is designed to minimize the standard
error of the student’s proficiency estimate as well as to

accommodate the student’s proficiency. Thus, the algo-
rithm attempts to hone in quickly and efficiently on the
student’s “true” level of competence.
The adaptive nature of CAT requires dynamic evaluation

of a student’s level of competency in real time as they take
an exam. This potentially allows for estimates of student
proficiency to be made with fewer items than traditional
P&P exams. However, there is a tradeoff between the
number of items used in an assessment and the precision of
the estimate of the test-taker’s score on that assessment—
the more items included on an assessment, the more
precise the measure of the student’s proficiency. In our
case, the P&P midterm exams used between 24 and 26
questions.4 For practical reasons, we decided to use a
17-question CAT test for this study to achieve balance
between the desire for a shorter test and precise estimates of
proficiency. We knew that students do not normally like to
take one (or several) 25 question P&P practice test(s) to
prepare for their midterms, so a 17-question CAT exam
could be “sold” to student volunteers as a shorter test that
would give them a reasonable prediction of their exam
preparation and help them prepare for their midterms.
An additional factor that limited the predictive ability of

the CAT algorithm was the possibility that students could
earn partial credit on P&P exams. In the P&P midterm
exams, approximately half of the questions have 5 choices
and are worth 6 points. Students can select two choices in
cases where they are not sure of the correct choice. If one of
the two selected choices are correct, the student is given 3
points for the question (half credit). The other half of the
questions have 3 choices and are worth 3 points. For these
questions, students are only able to select one option and no
partial credit is available. The CAT algorithm does not
allow for partial credit because multiple answers to ques-
tions are not permitted by the algorithm. However, as
mentioned above, the students’ proficiency score is trans-
lated into a percentage score using historical midterm exam
data where partial credit was available, thus the mean
scores for groups of students should not differ.5 Because of
statistical variations for individual students, it is possible

3This means that the average proficiency level was empirically
determined using historical data and is specific to the population
at the university where this study was conducted.

4Midterm exams are constructed by the team of faculty teaching
the course and they decide how many questions each midterm
contains. The number of questions is a judgment call based on
how many can be comfortably completed within the time allotted
for the exam, which is 1.5 h for the course used in this study.

5The way this partial credit system is designed, the same mean
should result with or without the partial credit. For example,
suppose a student is not sure about the answers to two questions,
but narrows down the possible answer to two choices for both
questions. Suppose further that in case A the student chooses one
of the answers in both cases, giving them a 50% probability of
getting each correct. The expected payoff in case A is 6 points for
the two questions. Suppose in case B that the student chooses
both answers in both questions. The payoff in case B is also
6 points for the two questions. Thus statistically, the partial credit
system is designed to yield the same mean.
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that the midterm test varies slightly from the “true score”
for a student due to partial credit, and hence the CAT
could under- or overpredict individual scores resulting in
lower correlations between the CAT tests and the P&P
midterm exams.

III. EXPERIMENTS

We conducted three experiments in an introductory
calculus-based mechanics course taken primarily by phys-
ics and engineering majors. The experiments were designed
to evaluate the reliability and validity of the CATalgorithm,
the predictive ability of CAT tests with respect to the actual
P&P midterm exams administered in the course, and to
investigate the potential to use CAT as an intervention
aimed at helping low-performing students prepare for a
midterm exam. The CAT algorithm estimates a latent
physics proficiency score (as described above), and then
translates this score to a percentage scale using a linear
translation from the historical data described above. All
analyses are conducted on this translated score so that all
data (midterm exam and CAT scores) are on the same scale
and are more interpretable when reported to students as part
of the CAT feedback. Experiment 1 focused on the parallel-
forms reliability of two CAT tests as well as exploring the
potential for using CAT to predict midterm exam perfor-
mance on an upcoming midterm exam. The criterion-
related validity of CAT was also explored by examining
the correlations between the CAT tests and the subsequent
midterm exams. Because one of the major goals for
developing the CAT platform was to help low-performing
students prepare for midterm exams, it is important to
establish that the CAT and the midterm exams are meas-
uring similar constructs. In addition, because learning may
have occurred between the CAT and the midterm exam in
the first experiment, experiment 2 also investigated the
criterion-related validity of a CAT test by examining its
ability to predict midterm exam grades by delivering the
CAT test the day after a midterm exam. Experiment 3
investigated the potential to use a CAT test as an inter-
vention for low-performing students, to aid them in
preparing for an upcoming exam.

A. Experiment 1

Experiment 1 explored the reliability of two CAT tests,
as well as exploring the possibility for extending the
benefits of CAT by using the proficiency estimates given
by CAT to predict students’ score on the third midterm
exam. The reliability and predictive ability were examined
by administering two CAT tests back to back the day before
the real P&P third midterm exam. With this design, we
evaluate how closely the two CAT test scores were to each
other. In addition, the criterion-related validity of the CAT
tests was assessed by examining the correlations between
the CAT tests and the third midterm exam. Finally, the

accuracy of the CAT tests for predicting the real midterm
score was evaluated by conducting a sequential regression
analysis. It should be noted that various factors can
influence the ability of CAT (or any assessment) to predict
an individual score on an exam. For example, differences in
student motivation between the assessments (students are
more motivated for course midterm exams), the length of
the time interval between assessments (students are likely
to continue their preparation until the day of the assess-
ment), and the representativeness of the student sample. In
this study, students had time after taking the CAT tests, and
were likely motivated to use the information provided by
the CAT tests to continue to prepare for their midterm
exam. This means that it was expected that the scores on the
CAT tests would be slightly lower than the scores on the
midterm exam.

1. Participants

An email was sent out to all students (N ¼ 1229)
enrolled in the introductory calculus-based mechanics
course a week before the third midterm exam. The email
invited these students to participate in a study evaluating
the usefulness of computer adaptive tests for diagnosing
individual strengths and weaknesses to help students
prepare for the upcoming exam. The email further
explained that volunteers would take two CAT tests that
would help them prepare for the third midterm exam.
Students were told in the email that the CAT tests were
designed to predict their grades on the third midterm exam,
and that they could use the prediction to help them prepare
for the third midterm exam. Thirty-four students volun-
teered and completed both CAT tests. The remaining 1195
students served as a comparison group.

2. Procedure

The 34 volunteers completed two CAT tests in a single
three-hour session in the lab, one day before the third
midterm exam. Because the CAT tests were taken back to
back, and students received correctness feedback following
the first CAT test, no questions from the first CAT test were
repeated on the second CAT test for any individual student.
The students completed the CAT tests under testing
conditions similar to the conditions used on the real exam
(e.g., formula sheets and scratch paper were provided, and
students were able to use calculators, but no other resour-
ces). Students were given correctness feedback and copies
of the questions from the CAT after completing each CAT
test and were told their predicted score with the estimated
standard errors. Students completed the third midterm P&P
exam, consisting of 25 questions, the following evening.

3. Results

The average scores on the three midterm exams for the
1195 students in the comparison group who completed all
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three midterm exams were 79.0 (sd ¼ 14.5), 78.3
(sd ¼ 14.9), and 68.8 (sd ¼ 19.3), respectively. The aver-
age scores on the three midterm exams for the 34 students
who completed both CAT tests were 76.5 (sd ¼ 16.8),
74.6 (sd ¼ 17.8), and 69.5 (sd ¼ 21.8), respectively. The
correlations between the exams for the students in the
comparison group were as follows: midterm 1 and 2
(r ¼ 0.63), midterm 1 and 3 (r ¼ 0.65), midterm 2 and
3 (r ¼ 0.70). The means, standard errors, and Pearson
correlations on the midterms and CAT tests for the 34
participants can be found in Table I. The standard errors for
individual CAT scores ranged from 8% to 16%, with a
mean of 10%.
(a) Do the two CAT tests give similar predictions?
To investigate the reliability of the CAT tests, three

analyses were conducted. First, Pearson product-moment
correlations were computed [37]. While no strict guidelines
are universally accepted, Pearson correlations are often
interpreted as follows; slight or poor correlations are
indicated by values lower than 0.4, moderate correlations
by values between 0.4 and 0.7, high correlations by values
between 0.7 and 0.9, and very high correlations indicated
by values higher than 0.9 [38]. The Pearson correlations
suggest that the scores on the first CAT test were signifi-
cantly, but moderately correlated with scores on the second
CAT test (r ¼ 0.57, p < 0.001). Second, since the pre-
dicted scores were based on IRT proficiency estimates a
parallel-forms reliability analysis was conducted [39].
Values for the parallel-forms reliability coefficient range
between −1.0 and 1.0, with 0 indicating no correlation,
and either −1.0 or 1.0 indicating perfect correlation. The
parallel-forms reliability coefficient suggests that the scores
on the first CAT test were significantly, but moderately
correlated with scores on the second CAT test (ρ ¼ 0.56,
p < 0.001). Third, intraclass correlations (ICC) [40–42]
were calculated. Values for the ICC range between 0 and
1.0, with 0 indicating no reliability and 1.0 indicating
perfect reliability. The ICC provide additional information
about the reliability than Pearson correlations because
they measure both the degree of correlation and degree
of agreement between measurements. The ICC represent
the proportion of variance in a set of scores that is
attributable to the variance between individuals while the
balance (1 − ICC) of variance is attributable to variance

due to measurement error [43]. In other words, a test is
reliable when more of the variance in the scores is the result
of differences between individuals rather than differences
between the two CAT test administrations for individual
examinees, with poor reliability indicated by values lower
than 0.5, moderate reliability by values between 0.5 and
0.75, good reliability by values between 0.75 and 0.9, and
excellent reliability by values higher than 0.9 [44]. The ICC
indicate moderate to good reliability for the two CAT
tests (ICC1;k ¼ 0.73).
In addition to the correlation between the scores, the

degree to which the CAT tests yielded the same scores was
examined. A dependent-samples t test failed to indicate a
significant difference between the two CAT test predic-
tions, tð33Þ ¼ 0.003, p ¼ 0.99. Finally, a difference score
was calculated by subtracting the first CAT test score from
the second for the 34 students who completed both CAT tests
(Fig. 2). A difference of zero indicates that both CAT tests
gave the same prediction, a positive difference indicates a
higher second prediction, while a negative difference indi-
cates a lower second prediction. The mean of the difference
scores was −0.01, indicating that, on average, the two CATs
gave very close to the same prediction. However, the
standard deviation was 13.8, and half of the students had
CAT test scores that differed by more than 10 percentage
points. In other words, the proficiency scores reported by
the two CAT tests differed by at least one letter grade for
half of the students.
(b) What is the evidence for the criterion-related validity

of the CAT?
To answer this question, we conducted two analyses.

First, we conducted Pearson product-moment correlations
for the three course exams and the two CAT exams
(Table I). The Pearson correlations suggest that the scores
on the third midterm exam were strongly correlated with
the scores on first CAT test (r ¼ 0.78, p < 0.001), and
moderately correlated with the scores on the second CAT
test (r ¼ 0.68, p < 0.001), and the second midterm exam
(r ¼ 0.69, p < 0.001).

TABLE I. Means, standard errors of the mean, and intercorre-
lations for scores on exams and CATs. Note that N ¼ 34 and that
all correlations are significant at p < 0.005.

Measure M SE 1 2 3 4

1. Midterm 1 76.5 2.88 � � �
2. Midterm 2 74.6 3.05 0.67 � � �
3. Midterm 3 69.5 3.74 0.68 0.69 � � �
4. CAT 1 58.2 2.57 0.48 0.60 0.78 � � �
5. CAT 2 58.2 2.52 0.53 0.57 0.68 0.57

FIG. 2. Distribution of the difference scores between the two
CAT administrations.
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Second, two dependent-samples t tests were conducted
to examine the accuracy of the predictions from the CAT
test. As expected, the estimated scores reported by the CAT
tests were lower than the score from the third midterm
exam. The scores on each CAT test were about 11% lower
on average than the third midterm exam, t ¼ 4.82,
p < 0.001; t ¼ 4.13, p < 0.001, respectively.
(c) Can the two CAT tests predict the score on the third

midterm exam?
To determine whether the CAT tests provided informa-

tion about students’ physics proficiency that could predict
the score on the third midterm exam above the information
available from the previous two midterm exams, a sequen-
tial multiple regression was conducted. In the first step the
scores from the first two midterm exams were entered into
the model. The first two midterms predicted the score on
the third exam, Fð2; 31Þ ¼ 19.99, p < 0.001, R2 ¼ 0.56.
In the second step the scores from the two CAT tests were
entered, resulting in a significant increase in R2 of 0.20,
Fð2; 29Þ ¼ 12.34, p < 0.001. This indicates that the scores
from the CAT tests explained an additional 20% of the
variance in the third midterm exam scores above the
previous two midterm exams. Running the scores from
the two CAT tests first in the multilevel regression results
in 69% of the variance explained, Fð2; 31Þ ¼ 34.73,
p < 0.001, R2 ¼ 0.69.
(d) What factors might explain the observed

underprediction?
The CAT underpredicted midterm exam 3 performance,

meaning that the scores attained on the CAT were lower
than the P&P scores (in this case, by 11%, on average).
Although a slightly lower score was expected on the CAT
tests due to additional studying, it is also possible that
completing the CAT tests may have benefitted students
on the third midterm exam. To see whether receiving a
prediction by taking the CAT tests may have impacted
performance, we calculated z scores for all 1229 students
who completed all three midterm exams (this includes the
34 students who completed the CAT tests as well as the
1195 students in the comparison group). The comparison
group had mean z score of zero for all three exams, while
the CAT group (Fig. 3) had a negative mean z score for the
first midterm exam (−0.13) and the second midterm exam
(−0.23), but had a positive mean z score for the third
midterm exam (0.04).
To examine how the groups compared on the third

midterm exam while controlling for the z scores on the
first two midterm exams, we conducted a one-way analysis
of covariance (ANCOVA) with the third midterm z score
as the response variable, group as the between-subjects
variable, and the z scores from the first and second
midterms as the covariates. Levene’s test indicates that
the assumption for homogeneity of variance was met,
Fð1; 1227Þ ¼ 1.36, p ¼ 0.24, however, a Shapiro-Wilk
test indicates that the z scores on the third midterm exam

were not normally distributed (W ¼ 0.97, p < 0.01).
However, the ANCOVA is robust to deviations from
normality for unbalanced designs when a homogeneity
of variance can be assumed and for sample sizes greater
than 20 [45]. Since this study employed large samples
and the distributions for the two groups were similarly
negatively skewed, this test is appropriate for the data.
To test the assumption of homogeneity of regression,
we fit the model with the variate-covariate interactions.
Because the interaction terms were not significant [exam
1 × group: Fð1; 1223Þ ¼ 0.07, p ¼ 0.79; exam 2 × group:
Fð1; 1223Þ ¼ 0.30, p ¼ 0.58], the assumption of homo-
geneity of regression holds. The results (Table II) indicate
that, unsurprisingly, students who score higher on both
midterms exams 1 and 2 tend to score higher on the third
midterm exam. In addition, although the effect of group is
not significant and has a small effect size, it does approach
significance (p ¼ 0.06).

4. Discussion

The CAT tests demonstrated moderate reliability using
Pearson correlations and parallel-forms reliability analysis,
while ICCs suggest slightly stronger reliability. More

FIG. 3. Mean z score for students completing the CAT tests.
Error bars represent the standard errors of the mean.

TABLE II. One-way ANCOVA for the effects of semester and
student ability (proficiency) on midterm exam 3 scores. Note that
type III sum of squares and mean squares, and semipartial eta
square are reported.

Variable
and source df SS MS F (1, 1225) p η2

Group 1 1.57 1.57 3.50 0.06 <0.01
Midterm 1
z score

1 88.43 88.43 197.70 <0.001 0.07

Midterm 2
z score

1 171.68 171.68 383.83 <0.001 0.14

Within 1225 547.91 0.45
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specifically, half of the students received predictions that
differed by more than 10 percentage points from their
actual midterm score. One possible reason for this is that
the CAT tests consisted of only 17 questions. The inclusion
of more questions may lead to more stable proficiency
estimates. Another potential reason for lower than desired
reliability is that internal reliability measures assume that
physics proficiency is homogeneous between the content
areas of a given CAT test (e.g., conservation of momentum,
work and energy). This means that the assumption that
students’ latent physics proficiency is homogeneous across
content areas may be too strong. Future investigations of
CAT could explore potential increases in reliability by
using a multidimensional approach.
The scores on the CAT tests also were strongly correlated

with the scores on the third midterm exam suggesting that
the CAT tests exhibited good criterion-related validity.
However, both CAT test scores were on average 11%
lower than the scores on the third midterm exam. Several
factors could have contributed to this underprediction,
including lower than optimal reliability of the CAT tests
and midterm exams. Alternatively, this difference in scores
may indicate that the CAT tests and the midterm exams
estimate student proficiency differently.
Another possibility for the difference in scores is that

students who took the CAT tests may have been motivated
by lower than desired CAT scores and engaged in addi-
tional studying. However, this conjecture is unclear given
the results of the ANCOVA (also see the results from
experiment 3). Students who took the CAT tests did not
demonstrate statistically significantly higher z scores on
the third midterm exam after controlling for z scores on the
first two midterm exams (p ¼ 0.06). Prior research indi-
cates that engaging in testing facilitates learning [9,19].
However, we may have failed to find a significant differ-
ence here because of the limited amount of time between
the CAT tests and the midterm exam. This may indicate that
taking a practice exam one day before a midterm exam may
not be sufficient time for students to fully realize the
benefits of test-potentiated learning. Experiment 3 inves-
tigates the potential testing effects from engaging in CAT
by having students complete the CAT tests earlier and on
two separate occasions to maximize the use of feedback
and test-potentiated learning.
The evidence concerning the ability of CAT tests to

predict student scores on the exam is mixed. The CAT tests
explained a significant amount of variance in the third
midterm exam over that explained by the first two midterm
exams alone, suggesting that CAT provides information
about students’ current proficiency beyond that available
from the other midterm exams. However, the large standard
deviation (13.8) of the difference score between the third
midterm exam and the CAT tests indicates that predicting
individual student scores is less than optimal. The large
variance in predictions could occur because 17 questions

may not be a large enough sample to yield completely
accurate predictions. Another factor that may contribute to
the large variance in predictions is the fact that the students
could earn partial credit on the midterm exams, although
the mean should not be affected by partial credit.

B. Experiment 2

In experiment 1, it was possible, maybe even probable,
that students who volunteered for the CAT tests did a
considerable amount of studying the evening before the
third midterm exam, especially given the low scores
reported to them that afternoon on the CAT tests. This
possible cramming could have been responsible for the
observed underprediction in the two CAT back-to-back test
administrations in experiment 1. In experiment 2, a single
CAT test was administered the day after the second
midterm exam, which minimizes the possibility of any
additional studying occurring. This design provides a more
faithful measure of the CAT test’s criterion-related validity
as measured by the ability of the CAT test to predict
performance on the second midterm exam.

1. Participants

An email was sent out to all students enrolled in the
introductory calculus-based mechanics course inviting
them to participate in the study. Students were told that
the study would evaluate the predictive ability of a CAT test
against performance on the real second midterm exam (the
second midterm contained 24 P&P multiple choice ques-
tions). Because there was no motivation for students to take
another test on the day after the second midterm exam,
students were offered $10 as an incentive to participate.
A total of 76 students volunteered for the experiment. The
students had a mean first midterm exam score of 78.7%
and represented a range of first midterm exam scores
(sd ¼ 17.0%, range: 30%, 100%).

2. Procedure

The 76 volunteers came to the computer-resource lab in
the physics department on the day immediately following
the second midterm exam and took a CAT test covering the
same material as the second midterm exam. Students were
not given any feedback about their performance for this
experiment. Because students had just taken the real exam
the night before, it was hypothesized that there was little
forgetting of the material, and that no additional studying
took place between the second midterm exam and the
CAT test.

3. Results

The class average score on the first midterm exam was
76.7 (sd ¼ 18.4), and the class average score on the second
midterm exam was 72.9 (sd ¼ 16.6). The means, standard
errors, and Pearson correlations for the two midterm exams
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and the CAT test for the 76 participants can be found in
Table III. The standard errors for individual CAT scores
ranged from 4% to 7%, with a mean of 5%.
(a) Is the proficiency estimate from the CAT test similar

to the score on the midterm exam?
Since one of the major goals for developing the CAT

platform was to help low-performing students prepare for
midterm exams by providing feedback, it is important to
establish that the CAT and the midterm exams measure
similar constructs (i.e., physics proficiency). To examine
the criterion-related validity of the CAT, two analyses were
conducted. First, the Pearson correlations (Table III) sug-
gest that the scores on the CAT test were significantly, but
moderately correlated with scores on the second midterm
exam (r ¼ 0.58, p < 0.001). However, when the reliabil-
ities of the assessments are less than perfect the correlation
between the assessments is necessarily reduced (validity
attenuation) [46]. To examine the estimated correlation
between the CATand the midterm exam that would occur if
the ability (proficiency) scores were measured with perfect
reliability we calculated the internal reliability of the
midterm exam using Cronbach’s α and found that the
internal reliability of the second midterm exam was
moderate (α ¼ 0.77). From experiment 1 we found that
the parallel-forms reliability of the CAT test was also
moderate (parallel forms r ¼ 0.56). We used Eq. (1) in
Ref. [46] to correct for the moderate reliability of the two
exams and found a much stronger correlation (r ¼ 0.87,
p < 0.001). This provides evidence that the CAT test could
potentially measure physics proficiency in similar to tradi-
tional P&P midterm exams given in the course, if the
reliability of the CAT were improved.
Second, a difference score was calculated by subtracting

the second midterm exam score from the score on the
CAT test. A positive difference indicates that the CAT
overpredicted the exam score, while a negative difference
indicates that the CAT underpredicted the exam score. A
Shapiro-Wilk test indicates that the difference scores were
relatively normally distributed (W ¼ 0.99, p ¼ 0.69) with
a mean of 0.15, and a standard deviation of 13.7. Not
surprisingly, a dependent-samples t test failed to detect a
difference between the CAT and the second midterm exam,
on average, tð75Þ ¼ 0.10, p ¼ 0.92. However, only 59% of
the study participants’ CAT test scores were within 10
percentage points of their score on the second midterm. In
other words, while the averages were similar (see Table II),

the CAT test score and the midterm exam score for any
individual student may differ by a letter grade or more.
(b) Can the CAT test predict the score on the second

midterm exam?
To determine whether the information that the CAT test

provided about students’ physics proficiency could predict
the score on the second midterm exam, above the infor-
mation available from the previous course exam, a sequen-
tial multiple regression was conducted. In the first step, the
first midterm exam was entered into the model. The first
midterm exam predicted the score on the second midterm
exam, Fð1; 74Þ ¼ 87.95, p < 0.001, R2 ¼ 0.54. In the
second step the CAT test score was entered, resulting in
a small but statistically significant increase in R2 of 0.03,
Fð1; 73Þ ¼ 4.93, p ¼ 0.03. This indicates that the score
from the CAT test explained an additional 3% of the
variance in the second midterm exam above and beyond
the information already available from the first midterm
exam. Running the CAT test first in the regression results
in 33% of the variance explained, Fð1; 74Þ ¼ 36.75,
p < 0.001, R2 ¼ 0.33.

4. Discussion

The scores on the CAT test demonstrated moderate
correlations with the scores on the P&P second midterm
exam. In contrast to experiment 1, students completing the
CAT test also received the same score, on average, as the
midterm exam. This finding provides some evidence to
establish the criterion-related validity of the CAT tests.
However, the large standard deviation (13.7) in the differ-
ence score between the second midterm exam and the
CAT test indicates that predicting individual student scores
is less than optimal −41% of the study participants were
either over- or underpredicted by more than 10%. A similar
finding was found in experiment 1 when comparing the
scores from the two CAT tests. The variation in the accuracy
of the individual predictions suggest that the CAT tests and
the midterm exams may estimate student proficiency in
slightly different ways. Since the proficiency estimates are
dynamically estimated after each additional question, the
proficiency estimate given by the CAT test would very likely
have improved if more than 17 questions had been used in
the CAT test. Other factors could have contributed to the
CAT test’s difficulty in predicting individual performance on
the second midterm exam. For example, the ability for
students to earn partial credit on the midterm exam add
additional error variance into the scores on the midterm
exams. In other words, the midterm test score may differ
from the “true score” for any individual student. This added
variance, combined with the uncertainty in the CAT test
scores may have contributed to the relatively large standard
deviation in difference scores.
In addition to exploring the validity of the proficiency

estimates provided by CAT, the results provide additional
mixed evidence for the ability of CAT to provide

TABLE III. Means, standard errors of the mean, and inter-
correlations for scores on exams and CAT. Note that N ¼ 76, all
correlations are significant at p < 0.001.

Measure M SE 1 2

1. Midterm exam 1 78.7 1.95 � � �
2. Midterm exam 2 76.7 1.80 0.74 � � �
3. CAT 76.8 1.60 0.60 0.58
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information allowing for predictions of student scores on
the midterm exam. The CAT test explained a small portion
of the variance in the second midterm exam above the
score on the first midterm exam. However, this additional
variance was much smaller in experiment 2 (3%) as
compared to experiment 1 (20%). One reason for this
difference is that more information about students’ profi-
ciency was available in experiment 1 (2 CAT tests) than in
experiment 2 (1 CAT test). Given the moderate reliability of
the CAT, taking two CAT tests may provide a more reliable
estimate of students’ “true proficiency.” In addition, the full
multiple regression in experiment 2–1 CAT test, 2 Midterm
exams—explained less variance (57%) than the full multi-
ple regression in experiment 1–2 CAT tests, 1 midterm
exam—(76%). This result seems to indicate that the results
from a single, 17-item, CAT test may be less useful for
instructors than the results from either multiple or longer
CATs tests.

C. Experiment 3

One motivation for developing the CAT platform was
to provide feedback to low-performing students about
their preparedness for the midterm examination to combat
the illusion of understanding suggested by the Dunning-
Kruger effect reviewed earlier. In addition, by engaging
students in repeated testing before a midterm exam we
hoped to take advantage of test-potentiated learning and
the testing effect. The results from experiment 1 suggest
that students may improve their midterm exam scores by
using the CAT test as a study tool. In this experiment,
low-performing students were invited to complete two
CAT tests—the first administered three to five days
before the second midterm exam, and the second admin-
istered one or two days before the second midterm exam.
This design allowed us to explore the usefulness of CAT
as an intervention aimed at helping low-performing
students prepare for a midterm exam.

1. Participants

An email was sent to 292 students enrolled in the
introductory mechanics course who had performed in the
bottom third on the first midterm exam (that is, scored
<76%). The email invited these students to participate in a
study evaluating the usefulness of a CAT test for diagnos-
ing weaknesses. The email further explained that volun-
teers would take two CAT tests that would help them
prepare for the second midterm exam. Students were told
that the CAT tests were designed to predict their grades on
the midterm exam, and that they would be given specific
feedback on which topics they did poorly on, so they could
study the topics in detail before the actual exam. Thirty-
three students volunteered and took the first CAT test.
Of those, 25 returned to take the second CAT test. The
259 students who did not volunteer to take the CAT served
as the comparison group for this study.

2. Procedure

The 33 volunteers took the first CAT test on their
computers at home or in their dorms the weekend before
their second midterm exam was scheduled. Afterwards they
received an email telling them the score predicted by the
CAT, as well as an error range (typically between�4% and
�8%), together with topics that they did poorly on and
recommended for further study (e.g., you got three out of
four conservation of mechanical energy questions correct).
Students came to the computer-resource room in the
physics department one to two days before the second
midterm exam was scheduled to take a second CAT test.
Twenty-five students returned to take the second CAT test.
The students received the same feedback as when they
took the initial CAT test. Since this experiment was
interested in the effect of CAT as an intervention, only
the data from the 25 students who completed both CAT
tests (CAT group) were analyzed. The predicted scores
from the CAT tests were compared against each other, and
against the scores on the second midterm exam.

3. Results

(a) Do students who complete two CAT tests score
higher on the second midterm exam?
Means and standard deviations for the CAT group and

comparison group can be found in Table IV. To assess
whether taking the CAT tests help students to prepare
for the exam as suggested by the testing effect, a 2 × 2
(Exam × Group) mixed ANOVA with exam score as the
repeated measure and group as the between-subjects
variable was conducted to analyze how the two groups
differed in performance on the exams. Exam was signifi-
cant, Fð1; 282Þ ¼ 6.87, p < 0.01, indicating that the aver-
age z score on exam 2 was higher than the z score for
exam 1. However, while the main effect of group was not
significant, Fð1; 282Þ ¼ 0.37, p ¼ 0.54, there was a sig-
nificant interaction between exam z score and group,
Fð1; 282Þ ¼ 3.79, p ¼ 0.05. The result of this analysis
indicates that a different pattern of exam performance was
found for the two groups, with the students who completed
the CAT tests demonstrating greater improvement than
those in the comparison group. Follow-up dependent t tests
indicated that students who completed the CAT tests

TABLE IV. Means and standard errors of the mean for scores
on course exams and CATs. Note that the CAT group is N ¼ 25,
the comparison group N ¼ 259.

CAT group Comparison group

Exam M SE M SE

Midterm exam 1 59.5 2.44 60.7 0.84
Midterm exam 2 66.2 3.00 61.7 0.93
CAT 1 67.3 2.38 � � � � � �
CAT 2 69.1 2.42 � � � � � �
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scored higher on the second midterm exam with a Cohen’s
d effect size for repeated measures (dz) indicating a
moderate effect size representing an improvement of more
than six percentage points, or two-thirds of a grade point,
tð24Þ ¼ 2.79, p ¼ 0.01, dz ¼ 0.56, whereas those in the
comparison group did not score statistically significantly
higher on the second midterm exam, tð258Þ ¼ 1.13,
p ¼ 0.26, dz ¼ 0.07.
To evaluate the hypothesis from experiment 1 that the

underprediction was due, in part, to students engaging in
extra studying between the CAT tests and the midterm
exam, two dependent-samples t tests were conducted to
examine the accuracy of the predictions from the CAT
test. Shapiro-Wilk tests indicate that the difference scores
were normally distributed for both the first (W ¼ 0.99,
p ¼ 0.31) and second (W ¼ 0.97, p ¼ 0.61) CAT tests.
The dependent-samples t test failed to detect a difference
between the first CAT test and the second midterm exam,
on average, tð24Þ¼0.40, p ¼ 0.70 and between the second
CAT test and the second midterm exam, tð24Þ ¼ 0.90,
p ¼ 0.37. However, a large number of individual estimates
from the CAT tests differed from the scores on the second
midterm by more than 10 percentage points (40% and 48%
respectively).

4. Discussion

It appears that students who took both CAT assessments
made significantly larger improvement from first to second
midterm exam compared to the comparison group (i.e., the
lower-third pool of students who did not volunteer to
participate in the study). Although we cannot attribute
causality to this finding because the study lacked a true
control group, we offer some possible reasons why the
students taking the CAT tests may have improved their
performance relative to the comparison group. It is possible
that the information about the students’ preparedness for
the exam motivated them to engage in additional studying.
Students were also provided information about the content
areas that they were weakest in, which may have helped
students to focus their studying.
Left to their own devices, students typically select study

strategies that tend to be passive and focus on encoding
processes such as rereading, reviewing notes, or homework
[47]. It may be that the use of testing as a study strategy may
have allowed students to take advantage of test-potentiated
learning. Testing, as a study strategy, helps students learn by
improving the encoding of new information, and by helping
students calibrate their other study strategies [48]. The
feedback about exam readiness and individual strengths
or weaknesses provided to students from the CAT tests likely
motivated them to engage in additional, and more targeted
studying for the second midterm exam.
An alternate explanation is that the distributed nature of

the CAT administrations encouraged students to engage
in more distributed practice, a strategy shown to improve

long-term retention more than massed practice [15,49].
Two-thirds of undergraduate college students report using
cramming as a primary study strategy and over one-half
report the tendency to study in one session immediately
before a test, that is, they use a massed form of practice [7].
Another possibility is that the effect found in this study is
due to the higher motivation of the students who volun-
teered for the study. While the higher motivation was not
evident on the scores for the first midterm exam, it could be
that the lower-than-expected scores on the first midterm
exam was one of the motivating factors in the improvement
on the second midterm exam.
The ability of the CAT tests to estimate students’

proficiency in the same way as the midterm exams is
unclear. In contrast to the findings from experiment 1, the
average proficiency estimate from the CAT tests were the
same as the midterm exam. One interpretation of this
finding is that the significant interaction found by the
ANOVA is the result of motivation differences rather than
from engaging students in testing. However, this interpre-
tation implies that no learning occurred in the week before
the exam. This interpretation does not seem likely, given
that students tend to employ cramming as a test preparation
strategy [7]. An alternative interpretation is that CAT tests
and midterm exams estimate student proficiency slightly
differently. This interpretation is also consistent with the
differences in individual proficiency estimates between the
CAT tests and the Midterm exam.

IV. GENERAL DISCUSSION

This study explored the potential of computer adaptive
testing for diagnosing weaknesses to provide specific feed-
back for students to use in studying and for predicting
midterm scores in exams. This study is one of the first
attempts to use CAT in a large introductory STEM course, in
this case a calculus-based mechanics course enrolling over
1000 students. Experiment 1 explored the reliability and
validity of the proficiency estimates reported by the CAT
tests. The correlations demonstrate that the CAT algorithm
displays moderate reliability and validity. Although the CAT
algorithmmay be appropriate for exam preparation, the CAT
algorithm needs further investigation before being imple-
mented as a summative exam in introductory courses.
In addition to exploring the reliability and validity of the

CAT algorithm, students completing two CAT tests the day
before a course exam demonstrated higher, though non-
significant (p ¼ 0.06), z scores on the third midterm exam
after completing two formative CAT tests. The nonsignifi-
cant result indicates that the CAT exams did not help
students perform better when given the day before the
third midterm exam. This might suggest that students need
more than one day to take advantage of test-potentiated
learning benefits from testing. In addition, the CAT tests
underpredicted performance on the third midterm exam on
average. Finally, while the CATalgorithm was not developed
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to predict future exam scores, there is some evidence for the
predictive ability of CAT. The average CAT test score
explained an additional 20% of the variance in the scores
on the third midterm exam. However, the large variance in
the difference scores indicates room for improvement in
predicting individual exam scores. Future research should
investigate improving the quality of proficiency estimates by
exploring the number of questions needed for more accurate
predictions, incorporating more efficient item selection
methods, improving the methods for balancing content
topics, and by utilizing the student’s response time to help
calculate a proficiency score [50].
In the second experiment, in which the CAT was

administered the day after the second midterm exam, the
average on the CAT exam was almost identical to the
second midterm average. In addition to the correlations
between the scores on the midterm and the CAT test, this
provides additional evidence for the validity of the scores
given by CAT. However, the CAT test’s ability to predict
scores for individual students was less than optimal given
the large standard deviation of CAT exam scores. It should
be noted that the CAT tests used in all our studies consisted
of 17 questions, while midterm exams generally have
24–25 questions, so one way of improving the prediction
of CAT tests would be to increase the number of items.
There is a tradeoff between exam efficiency and the
precision of the proficiency estimate.
The third experiment explored whether CAT tests

administered a few days before a midterm exam could
serve as a diagnostic tool for underperforming students. In
that experiment, underperforming students from the first
midterm exam who volunteered to take two CAT tests were
given the predicted scores as well as information on the
topics that they did poorly on to help them target their
studying for the midterm exam. Although the study group
and the comparison group were not statistically different
in their average performance on the first midterm exam,
the group who took two CAT tests scored about seven
percentage points higher on the second midterm exam
compared to the first midterm exam, while the comparison
group only scored about 1 percentage point higher on the
second midterm exam compared to the first midterm exam.
This finding suggests that CAT could be a promising
strategy to help underperforming students prepare for
exams. This is perhaps not surprising in view of prior
research indicating that underperforming students walk into
exams overconfident and underprepared since their study
habits (which usually do not include self-testing) is geared
to provide familiarity with the material and not necessarily
competence with the material [7,47,51].
The results from the three experiments appear somewhat

paradoxical. The CAT tests underpredicted the scores on the
midterm exams in experiment 1, but this was not the case in
experiment 3. The original hypothesis that the underpre-
diction was the result of students engaging in additional

studying before the midterm exam appears unlikely because
we would expect the first CAT test in Experiment 3 to also
underpredict the midterm exam score. An alternative con-
jecture is that the underprediction observed in experiment 1
is related to the ways in which the CAT tests and the midterm
exams estimate student proficiency. Traditionally P&P
exams estimate student proficiency by computing the
percentage of available points an individual student earns
on an exam. This method typically does not use empirical
data (e.g., difficulty, discrimination, etc.) when constructing
the exams or computing the points students earn. In our
context, instructors generally make up P&P exams from
experience with the goal of writing a test with a mean of
approximately 75% (sometimes successfully, sometimes
not). Conversely, the CAT algorithm estimates proficiency
using a latent (unobserved) score that is computed using
empirical data from questions completed by previous stu-
dents as described above. A difference in proficiency
estimation may also explain the difference of 10 percentage
points between proficiency estimates given by the CAT tests
and the midterm exams experienced by approximately 40%
of the students in all three experiments. Further research is
needed to explore the consistency of proficiency estimates
obtained across both testing platforms.
Is CAT a viable option for large introductory STEM

courses either as a diagnostic tool to help underperforming
students prepare for exams or as an actual test-administration
tool instead of using paper-and-pencil exams? We believe
that it is unlikely that CAT is a viable option for adoption
in most STEM departments due to the extensive resources
needed to develop and implement CAT and the relatively
modest benefits in student outcomes seen in this study. In
terms of resources, developing the CAT system requires
considerable start-up costs. To construct a large item pool, a
large number of examinees are initially needed (greater than
800) to evaluate whether the estimated parameters for a test
question have appropriate psychometric properties (e.g.,
discrimination, difficulty level) before including them into
the final item pool. However, for new exam questions, the
item parameters can be calibrated during subsequent CAT
administrations, which can save time andmoney by reducing
the number of examinees (approximately 100–200) needed
before including items into the final item pool. Furthermore,
substantial psychometric expertise and coding expertise are
needed to prepare an adequate item pool and to develop
the web-based CAT platform, both of which may not be
available in STEM departments. However, once built, the
database and web-delivery platform can be used repeatedly
at minimal additional cost. In addition, if CAT is primarily
used to diagnose students’ preparation for an upcoming
exam in order to help them study, then there is less concern
about security breaches. Finally, more advanced techniques,
such as online calibration [52–54], could be embedded into
the platform, thereby reducing the cost for expanding or
replenishing the item pools.
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Despite these obstacles, there may be benefits for those
STEM departments with the resources to develop and
implement CAT both in terms of helping students learn
and as a means of assessing students. We had hoped that
one benefit of CAT would be to provide efficient estimates
of the examinee’s proficiency level with fewer items than
traditional 24–27 question practice exams. Moderate par-
allel-forms reliability was noted for the CAT algorithm
implemented in this study. This suggests that the expected
efficiency benefit was not realized in this implementation.
As such, more research is needed to improve the reliability
before implementing CAT as a summative course assess-
ment tool. However, CAT might be useful to students as a
formative assessment tool. By providing students with
feedback about their preparedness for a midterm exam,
along with information about the content areas and skills in
which they are weakest, CAT might serve to motivate
students to do additional studying, helping them to better
prepare for exams. As a diagnostic tool, CAT tests serve the
important function of providing underperforming students
with a realistic estimate of their preparation for exams prior
to taking them, as well as providing students with specific
information to help them target their studying. This would
help mitigate what has been referred to as the “double
curse” of underprepared students:

“In many significant social and intellectual domains,
the skills necessary to recognize competence are
extremely close if not identical to those needed to
produce competent responses. … Thus, incompetent
individuals suffer a double curse: Their deficits cause
them to make errors and also prevent them from gaining
insight into their errors. Several studies have now
shown that incompetent individuals (i.e., those perform-
ing poorly relative to their peers) fail to show much
insight into just how deficient their performance is
(Kruger & Dunning, 1999).… College students scoring
in the bottom 25% on a course exam walked out of the
exam room thinking that they outperformed a majority
of their peers (Dunning, Johnson, Ehrlinger, & Kruger,
2003). Compared with good students, poor students less
successfully identify which specific questions they have
gotten right on an exam and which they have gotten
wrong (Sinkavich, 1995).” (Ref. [51], pp. 73–74.)

Having a convenient CAT platform that delivers
practice exams to students and provides immediate score
predictions along with diagnostic information is a way of
injecting some realism into underperforming students’
thinking. Our experience in teaching large introductory
courses, from talking to many students over the years who
complain that they studied very hard and define themselves
as “A students” yet did poorly in a physics exam, suggests
that they do not self-evaluate their preparation for an exam
by taking previous years’ exams made available to them in
the course web site. One motivation for developing the CAT
platform was to study the potential benefits of providing
less prepared students with problem-solving practice and
realistic feedback with less time commitment. The hypoth-
esis being that students might be more likely to use testing
as a study strategy if it could be accomplished in less time.
However, a limitation of this study was that we did not
assess whether students would use the CAT on their own,
or whether students will use CAT more frequently than
traditional P&P practice exams. These are open empirical
questions that need to be addressed by future research.
An additional limitation was the relatively low volunteer
rate from the courses employed in this study. Students may
have been unlikely to volunteer for a study the week of a
midterm exam, since undergraduate students, especially
less prepared students, tend to view testing as a method to
measure current learning rather than as a mechanism to
enhance learning [55,56]. The participation rate prevented
the use of control groups resulting in an unbalanced
quasiexperimental design. While statistical controls were
implemented (e.g., ANCOVA in experiment 1) future
research should look to replicate and advance our findings.
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